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McNamee and Stenger were reported only for relatively
low degree and dimension.The accuracy of two multidimensional quadrature algorithms is

examined with some simple test integrals. It is found that a scheme In this paper, we report results of an attempt to system-
introduced by Genz is considerably more accurate and is simpler atize as much as possible the McNamee–Stenger method
to implement for higher degree and/or dimension than one due to [10] to arbitrary degree and/or dimension and to compare
McNamee and Stenger. Q 1996 Academic Press, Inc.

the results of test integrals using their method alongside
that of Genz. For the numerical examples, we use inte-
grands with Gaussian weight functions, because of their1. INTRODUCTION
potential utility in a wide variety of physical applications,
such as the calculation of quantum mechanical matrix ele-Multidimensional quadrature methods have been a topic
ments in atomic, nuclear, and particle physics.of interest for many years. For suitably well-behaved func-

tions, the most naive procedure is to cast each of the vari-
ables on its own grid with a standard one-dimensional 2. MULTIDIMENSIONAL ALGORITHMS
quadrature, i.e., a product rule. However, this method in-
volves substantial, if not prohibitive, increases in the total The basic task is to approximate N-dimensional integrals
number of quadrature points when the desired precision
is increased. Monte Carlo methods offer an attractive alter-

e dx w(x) f (x), (1)native, providing reasonable precision with far fewer
points, especially in higher dimensions. However, the ap-
proach to greater precision varies only as 1/ÏN, where N where f (x) is the integrand and w(x) is the weight function.
is the total number of points. Consider a class of integrals whose integrands are poly-

Another alternative is a non-product quadrature algo- nomials whose overall degree in the variables is limited to
rithm. Of interest here are methods which exactly integrate a value r. A product rule can integrate not only degree-r
a set of monomials up to some overall degree, but which quadratures, but also monomials xr

1 xr
2 ... with a product of

use fewer total points than a corresponding product rule. degree-r one-dimensional quadratures, corresponding to
An overview can be found in Ref. [1]. Several authors an overall degree nr. For integrals where the overall degree
have addressed the specific case where the integrand or is the important element, the product rule uses too many
its weight function has specific symmetry properties [2–11]. points to achieve a given level of accuracy. Thus, we seek
Our focus in this work is a pair of algorithms developed a set of points and weights which is capable of exactly
by McNamee and Stenger [10] and by Genz [2] for weight integrating all monomials up to the overall degree r. For
functions which are symmetric and separable in the coordi- any M such monomials, this requirement gives rise to M
nates. Their method is in principle generalizable to arbi- equations relating linear combinations of powers of the
trarily high degree and/or dimension, but results of coordinates of the quadrature points, multiplied by the

weights. These equations are linear in the weights, but
nonlinear in the points. The solutions can thus be extremely* Permanent address.
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difficult to obtain and the points and/or weights may be O
g

wg O
xg

x 2j1
1 x 2j2

2 ? ? ? 5 I2j12j2? ? ? , (5)
complex, or there may even be no solution.

The methods considered here apply to a more restricted
set of integrals, where the weight function w(x) is symmet- where the inner sum is over all points generated by g.

Each monomial can be characterized by an axis countric under the interchange and/or inversion of the individual
coordinates and is a separable function of the coordinates: am , which is the number of axes containing a non-vanishing

power of coordinate. One can also define an axis count ag

for a generator, which is the number of non-zero coordi-w(x) 5 w1(x1) ? ? ? wN (xN). (2)
nate values. The contribution of a particular generator (i.e.,
its associated points) vanishes if ag , am . A key element

(The actual condition in the McNamee–Stenger method of the MS paper is the fact that only a small subset of
is slightly more relaxed than this, but the examples we use monomials with a given overall degree and am is needed
satisfy the more restricted condition.) In this case, the set to determine both the remaining monomials and all of the
of quadrature points must also be symmetric with respect generators. Therefore, for each subset of monomials with
to interchange or inversion. This means that the quadrature an axis count am , one can associate a set of generators
point information can be summarized in terms of genera- with ag $ am . If the monomials and generators are grouped
tors. Let u1, ..., up be the values of the evaluation coordi- from smallest to largest a, then the coefficient matrix which
nates (nodes). A generator is described by a list of non- relates the unknown weights for the generators to the
zero node values which are to be permuted among the (known) monomials will be block triangular; that is, the
coordinates. For example, the generator g 5 [u1u2u2u4], matrix will have a block along the diagonal for each
or, more simply, g 5 [1224], corresponds to the set of all subset of monomials and generators with a given axis
points with one coordinate xa 5 6u1 , two coordinates count plus, in general, non-zero elements above the
xb , xc 5 6u2, and another xd 5 6u4 , with the remaining diagonal.
coordinates equal to zero. For each axis count a, there are always at least as many

generators as there are monomials. There is thus some
2.1. McNamee–Stenger Scheme freedom in choosing the generators. There can be substan-

tial variation in the number of points associated with aThe scheme of McNamee and Stenger [10] (hereafter
given generator. For example, for degree 11 in six dimen-denoted as MS) uses nodes which are the zeroes of orthog-
sions, the generator [11111] has 192 associated points, whileonal polynomials associated with a one-dimensional quad-
the generator [11223] has 5760. Certainly it is preferredrature:
to have a set of generators with the smallest number of
integrand evaluations. McNamee and Stenger speculated

e dx1 w1(x1) f (x1) 5 O
j

wj f (x1 j ). (3) that the coefficient matrix would always yield a solution
when one used the set of generators yielding that smallest
number. For the examples they chose, this speculation

The one-dimensional orthogonal polynomials are relevant turns out to be true. However, it is not true in general.
because the integrals under consideration have a symmet- For example, consider degree 15 in six dimensions. The
ric, separable weight function. With the weights known, MS scheme uses four monomials of degree 14 or less with
the nonlinear part of the problem described above is then am 5 5: I22222 , I22224 , I22226 , and I22244 . The natural choice
solved. What remains is a set of equations involving the of generators in this scheme is the set requiring a minimum
set of monomials which is linear in the unknown weights. number of integrand evaluations: [11111], [22222], [33333],
Apart from cases where the coefficient matrix is singular and [44444]. However, the coefficients which connect the
(see below), the resulting weights and points can be ob- weights for any [iiiii] to the degree-14 monomials I22226 and
tained and they will be real. I22244 are the same, namely, 25 ? u14

i . The submatrix for
The monomials are defined as a 5 5 has two identical rows and is, therefore, analytically

singular. This problem can be fixed, at the expense of an
increased number of integrand evaluations, by swappingIj1 j2? ? ? 5 e dx w(x)x j1

1 x j2
2 .... (4)

one of these generators with another generator with a 5
5 which has at least two different non-zero node values.

A second problem is that the coefficient matrix, whileAll monomials odd in one or more coordinates integrate
to zero. The task is therefore to find the weight wg associ- not analytically singular, can still be ill conditioned. This

behavior tends to yield weights which are large and ofated with each generator g such that all even monomials
are exactly integrated. The relation between generators alternating sign. The effect of this on actual integrals is

discussed below.and monomials is given by a set of moment equations,
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TABLE I2.2. The Genz–Patterson Scheme

Results for the Integral e dx e2x2
cos uxu for Various GeneratorThe quadrature scheme of Genz utilizes a set of multidi-

Sets in Nine Dimensions Using the McNamee–Stenger Methodmensional Lagrange interpolation polynomials [12]
Pj1 j2? ? ? (x1, x2, ...), where each ji refers to the order of the Degree No. swaps No. points uW u u[I 2 Iex]/Iexu
polynomial in xi . The quadrature points are the nodes of

7 0 997 3,807 0.0305these interpolation polynomials, which are orthogonal with
9 0 3,973 112 1.3 3 1023respect to the quadrature itself. Thus, the moment equa-

11 0 13,159 481,013 5.3 3 1024
tions decouple,

11 1 13,159 130,251 6.4 3 1023

11 2 13,159 10,768 1.2 3 1023O
g

wg O
xg

P2 j12 j2? ? ? (xg) 5 J2 j12j2? ? ? , (6) 11 3 14,503 505 2.4 3 1025

11 4 14,503 149 2.2 3 1025

13 0 36,967 452 4.6 3 1026

15 0 80,617 y ywhere
15 3 96,745 108 1.1 3 1024

17 0 197,353 y y
17 5 237,673 19,536 1.2 3 1026J2 j12j2? ? ? 5 e dx w(x)P2j12j2? ? ? (x1 , x2, ...). (7)
19 0 420,075 y y
19 23 580,779 9,345 1.0 3 1028

In this scheme, the node ordering is linked to the ordering
of the interpolating polynomials: the node labeled l1 is
associated with a second-order polynomial, l2 with a
fourth-order polynomial, etc. This has two implications.

ments indicate the number of times a given node valueFirst, there is much less freedom in the construction of
appears. A monomial can be characterized by an arraygenerators than for the MS method. The values of some of
whose elements indicate the power of the coordinate onthe nodes can be permuted, but the possibility of generator
a given axis. In both cases, the vector contains a variableswapping does not arise. Second, there is a one-to-one
number of dimensions and a variable number of null ele-correspondence between generators and the moment inte-
ments. They can be constructed by means of a re-entrantgrals J (because the moment equations decouple), with the
function which produces the allowed vectors by callingresulting weights given by an algebraic expression rather
itself repeatedly with a vector dimension which decrementsthan a solution to a matrix equation.
itself by one unit with each call. The combinatorics neededThe method can be made efficient by choosing node
to allocate arrays involve ratios of large factorials. To avoidvalues, which are in principle arbitrary, that cause certain
integer size overflow, large numbers were manipulatedsets of weights wg to vanish. One set of nodes considered
using the multiple-precision Integer package in the GNUby Genz is an embedded sequence developed by Patterson
C11 library [14].[13]. This has the advantage that previous integrand evalu-

ations can be re-used if increased precision is desired.
4. SAMPLE RESULTSBecause the node values in the Genz scheme are in

principle arbitrary, the total number of integrand evalua-
To illustrate the method, consider the integraltions in one dimension is roughly twice as high as that of

a quadrature based upon orthogonal polynomials. Thus,
in low dimensions, it is less efficient than a product rule. I 5 e dx e2x2

cos uxu (8)
However, in higher dimensions, with a judicious choice of
node values, the vanishing of many weights wg results in in nine dimensions. The exact value is
a quadrature scheme that is more efficient than a product
rule and often more efficient than a MS rule.

Iex 5 2
895
256

f 5e21/4

G(Ls)
5 271.6 332 342 909. (9)

3. NUMERICAL IMPLEMENTATION

The algorithm was implemented in C11. Generators Results are shown in Table I for the MS method with
various generator sets. Those with zero ‘‘swaps’’ corre-and monomials were each assigned classes whose member

functions handled all bookkeeping information. By over- spond to sets which yield the smallest number of quadra-
ture points. For degrees 15 and 17, this ‘‘minimal’’ set inloading operator5( ) and using reference counting, the

code to sort and swap generators could be written in a fact yields algebraic singularities, and these are denoted by
y in the tables. By swapping in and out different generatorstransparent fashion without additional memory overhead.

A generator can be characterized by an array whose ele- with identical values of a, it is possible to eliminate these
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TABLE II per axis (degree 5) requires 19,583 evaluations in nine
dimensions and has an error of 20.014. The latter error isResults for the Integral e dx e2x2

cos uxu in Nine Dimensions
comparable to that of either the MS or GP method withUsing the Genz–Patterson Method
degree 7, requiring less than 1000 evaluations.

Degree No. points uW u u[I 2 Iex]/Iexu As another example, consider the integral

7 871 20.8 0.0148
9 3,481 44.3 8.61 3 1024 I 5 e dx e2x2

Ï1 1 x2 (11)
11 11,851 74.3 3.62 3 1025

13 36,253 97.7 1.14 3 1026

in a degree-7 quadrature in four dimensions. This integral15 100,207 160 2.95 3 1028

cannot be performed analytically. Analytic angular inte-17 254,737 214 8.34 3 10210

19 608,547 219 1.39 3 10210 gration, coupled with numerical radial quadrature, yields
the result Iex 5 16.6 743 812. In the MS method, the rele-
vant monomials are I0, I2, I4, I22, I24, and I222. The number
of generators with axis count 0, 1, 2, and 3, respectively,

algebraic singularities, at the expense of adding more quad- is 1, 2, 3, 4. For a 5 2, 3 there are extra generators available
rature points. for swapping, giving a total of 12 possible generator combi-

In addition, one can see from the table the effect of nations. The results are summarized in Fig. 1, which shows
weights which are large and of alternating sign. In principle, the associated value of uW u for each rule compared to the
one would prefer an integration scheme in which the points deviation from the ‘‘exact’’ result obtained from a high-
all lie inside the region of integration and the weights are precision product rule. The number of integrand evalua-
all positive [9]. In the approaches considered in this paper, tions ranges from 97 to 185. It is clear from the figure
the first criterion is satisfied, but the second is not. A ‘‘figure that, for this example, smaller values of uW u are generally
of merit’’ is the weight sum [2] associated with better accuracy. Since it is straightforward

to examine all 12 possible rules for degree 7 in four dimen-
sions, the value uW u 5 6.3 serves as a lower bound for this

uW u :5 FO
g

uwg u O
xg

1G@FO
g

wg O
xg

1G . (10) set of rules.
The results for the integral (11) in four dimensions using

the GP method through degree 29 are shown in Table III.If all of the weights are positive, then uW u 5 1. For larger
The node values were generated using an extension to thedimensions and degrees, such as in the case considered
Patterson sequence for Gaussian weight functions [15].here, individual weights can be positive or negative and
Convergence is not as rapid as with the cosine integral.can differ from each other by several orders of magnitude.

One can see from the table that uW u can vary by a consider-
able amount. These large weights are a consequence of
a coefficient matrix which is nearly singular numerically,
although not algebraically singular. It is possible in many
cases to ‘‘tame’’ this behavior by further swapping of gener-
ators with identical values of a. The value of uW u is an
important ingredient in improving convergence of the inte-
gration. For example, the degree-15 result in Table I uses
three times the number of points as that for degree 13,
but with lower accuracy. Since the value of uW u is much
larger in the degree-15 case, we might have expected
this outcome.

Table II illustrates the results for the same integral in
nine dimensions using the Genz–Patterson method (here-
after denoted as GP). Note that the weight sum increases
with increasing degree, but the increase is monotonic and is
accompanied by a monotonic decrease in numerical error.

Note that both methods are much more efficient than a
product rule. For the integral of Eq. (8), a product rule
with two points per axis (degree 3) requires 512 integrand
evaluations in nine dimensions and yields an error (as FIG. 1. Effect of large, cancelling weights on numerical evaluation

of integral, as discussed in the text.defined in the tables) of 10.26; a rule with three points



MULTIDIMENSIONAL QUADRATURE ALGORITHMS 271

TABLE III TABLE IV

Results for the Integral e dx e2x2
cos uxu in 25 DimensionsResults for the Integral e dx e2x2

Ï1 1 x2 in Four Dimensions
Using the Genz–Patterson Method Using the McNamee–Stenger Method

Degree No. points uW u u[I 2 Iex]/IexuDegree No. points uW u u[I 2 Iex]/Iexu

7 81 4.51 0.012 5 1,251 118 2.04
7 20,901 108,361 0.759 201 4.85 3.9 3 1023

11 449 3.05 1.4 3 1023 9 244,101 15,564 0.07
13 825 6.77 1.3 3 1023

15 1,521 4.36 3.7 3 1024

17 2,625 3.06 1.4 3 1024

19 4,105 4.17 9.9 3 1025

of points clustered closest to the origin, where the Gaussian21 6,441 28.6 2.6 3 1024

23 9,441 59.5 2.8 3 1024 weight factor is largest. In general, uW u is significantly re-
25 13,521 44.9 1.1 3 1024

duced when these generators are swapped with others con-
27 18,777 34.1 1.8 3 1024

taining larger node values. However, choosing generators
29 25,433 109 1.5 3 1024

solely on the basis of the highest node values does not
improve the situation and, in fact, can make it worse. The
points should also be distributed through the integration
volume as much as possible.

This is not surprising, since cosuxu has a uniformly conver- With a little experience, it is relatively straightforward
gent power series, whereas Ï1 1 x2 has a unit radius of to find a set of generator swaps which yields a workable
convergence, with an integration region which includes rule for a particular degree and dimension. However, with
values of the coordinates outside this radius. Nevertheless, increasing degree, the task becomes more and more te-
the performance of the method is practically better than dious, because there are more and more sources of alge-
that of McNamee and Stenger. braic singularities and matrix ill-conditioning. Further-

The results for product-rule integration are comparable more, we have not found a way to make the procedure
to those of GP for similar numbers of evaluations at lower systematic. The present method is an iterative procedure
degree. The error with four points per axis (degree 7, with in which we start with a set of generators, solve the matrix
256 evaluations) is 2 3 1023 and is comparable to the error equation for the weights, examine the solution in each
of the degree-9 GP result. However, with 30 points per subspace as identified by axis count, make additional gen-
axis (degree 29, with 50,625 evaluations), the error is erator swaps in subspaces with singular or near-singular
6 3 1024, comparable to the degree-15 GP result behavior, and then repeat the process.
(3.7 3 1024) using less than one-tenth the number of We show in Table IV some results for the cosine integral
evaluations. defined in Eq. (8) for 25 dimensions using the MS method.

For larger degree and/or dimension, the number of possi- The exact integral is I 5 21.35 691 3 106. No generator
ble rules using the MS method becomes very large, given swaps were attempted. It is interesting to note that uW u
the combinatorics of possible generator swaps. For exam- for degree 9 is surprisingly small. The total of 244,101
ple, in the degree-19, dimension-9 example shown in Table integrand evaluations would correspond to 1.6 points per
I, there is a total of 2001 generators, from which are chosen axis in a standard product rule.
83 to correspond to the allowed monomials. It has already The results for 25 dimensions using the GP method are
been noted that a rule which generates the smallest number shown in Table V. For this particular example, the weight
of quadrature points for each axis count can sometimes sums for degree 7 using the two methods are quite different
yield a singular or ill-conditioned matrix equation for the
weights. For these cases, some swapping of generators is
required, and this will result in a higher number of integ-
rand evaluations. There are some general observations TABLE V
which we can make regarding the construction of ‘‘opti- Results for the Integral e dx e2x2

cos uxu in 25 Dimensions
mal’’ rules (those which yield relatively small values of uW u Using the Genz–Patterson Method
for a modest expense in extra integrand evaluations), at

Degree No. points uW u u[I 2 Iex]/Iexuleast for Gaussian weights. In the previous example, the
smallest values of uW u were obtained under the following

5 1,251 118 2.04generator swaps: [11] } [12], together with [111] } [222]
7 19,751 583 0.446

or [111] } [122]. Since u1 is the smallest positive node value, 9 227,001 2,229 0.06
generators consisting entirely of u1 elements represent sets
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TABLE VI ciently with integrands which can be approximated as poly-
nomials, but that caution must be used to verify that an

Results for the Integral f 22 e dx e2x2 FC 1O
i,j

(xi 2 xj )2G1/2

in integrand indeed has such behavior.
We also performed the integrations in some of the cases

Four Dimensions Using the Genz–Patterson Algorithm
above using adaptive Monte Carlo methods. For an exam-
ple of such a method, see Ref. [16]. For the square-rootDegree C 5 0 C 5 1 C 5 4
integrand of Eq. (11), a run with 500,000 integrand evalua-

7 3.10786626 2.64609065 3.10723549 tions yielded a statistical uncertainty estimate of 2%. This
9 1.98840410 2.45734391 3.07389967 is reasonable performance from a Monte Carlo method for

11 2.44883891 2.52937917 3.08486334
a positive-definite integrand peaked at the origin, although13 1.90244769 2.47063587 3.07895652
comparable accuracy can be achieved via the Genz–15 2.35023326 2.51352820 3.08246780

17 2.19225845 2.49893286 3.08136666 Patterson scheme with less than 1000 points. On the other
19 2.32214897 2.50743604 3.08179546 hand, Monte Carlo results for the cosine integral of Eq.
21 0.94947077 2.48519194 3.08134499 (8) were much worse, not surprisingly, given the sign
23 3.87096406 2.52460747 3.08189775

changes of the integrand and the fact that the Monte Carlo25 1.64319448 2.49493263 3.08149716
algorithm used importance sampling.27 3.92043757 2.52547659 3.08188046

29 0.69059716 2.48276668 3.08138056

5. SUMMARY

We have considered here two multidimensional quadra-in magnitude, yet the accuracy is similar. As a general
ture algorithms which exactly integrate the set of all poly-observation, however, we find a persistent correlation be-
nomials of a given limiting degree, for integrands withtween small weight sums and lower numerical error for
symmetric, separable weight functions. The methods giveany given quadrature degree.
similar numerical accuracy and are simple to implement,Note that a product rule in 25 dimensions is essentially
in cases of low degree. However, as the desired degree ofout of the question. With only two points per axis (degree
polynomial increases, the method of McNamee and3), 225 5 33,554,432 evaluations would be required.
Stenger becomes increasingly more difficult to implementAn example of a more general integrand which does
in a way which produces increasing accuracy. The difficultynot depend solely upon a radial variable is a Jastrow-
stems from the fact that the moment equations which deter-type correlation,
mine the quadrature weights have ill-conditioned or even
singular coefficient matrices for higher degree and/or di-
mension. The method of Genz using the embedded coordi-I 5 f 2N/2 e dx e2x2 FC 1 O

i,j
(xi 2 xj )2G1/2

. (12)
nate series of Patterson is easier both to implement and
to extend to higher degree and provides systematically

The value of C determines the extent to which the square better accuracy with increasing degree. It should also be
root can be expanded in a power series inside the dominant stressed that both rules are more efficient than product
region uxu # 1 prescribed by the Gaussian. The limiting rules for integrals with higher degree and/or dimension.
case C 5 0 does not correspond to a power series at all, The results of tests on various sample integrands suggests
and increasing values of C correspond to increasing radii that the degree of success of the method in applications is
of convergence of the power series. The results using the linked to the extent that the integrand (modulo the weight
GP method in four dimensions are shown in Table VI. Not function) can be expanded in a power series.
surprisingly, the quadrature works best for C 5 4, and very
poorly for C 5 0. Indeed, the GP method applied to Eq.
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